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Our Contribution
•We extensively evaluate the vulnerability of
capsule networks to different adversarial
attacks.

•Our experiments show that capsule networks
can be fooled by white-box and black-box
attacks as easily as convolutional neural
networks.

•Adversarial examples can be transferred
between capsule networks and convolutional
neural networks.

Introduction

Recently capsule networks (CapsNets) [1] have been
shown to be a reasonable alternative to convolu-
tional neural networks (ConvNets). For our experi-
ments we focus on CapsNets using the dynamic rou-
ting algorithm [1]. Frosst et al. [2] state that Caps-
Nets are more robust against white-box adversarial
attacks than other architectures.

Methods

• Carlini-Wagner attack (targeted, white-box)
[3]: Solves an unconstrained optimization problem
to calculate a perturbation for a specified label.

• Boundary attack (untargeted, black-box) [4]:
Performs a random walk close to the decision
boundary while the norm of the perturbation is
minimized.

• DeepFool attack (untargeted, white-box) [5]:
Approximates the network output by a Taylor
polynomial and computes perturbations exactly
for this approximation.

• Universal perturbation (untargeted,
white-box) [6]: Calculates and combines multiple
adversarial examples using FGSM [7].

Architectures

For each dataset we adapt the model architecture.

Network MNIST Fashion-MNIST SVHN CIFAR10
ConvNet 99.39% 92.90% 92.57% 88.22%
CapsNet 99.40% 92.65% 92.35% 88.21%

Table 1: Test accuracies achieved by our networks.

The test accuracies of our models are not state-
of-the-art. However, we found our models to be
suitable for the given task, since the similar perfor-
mances of both architectures ensure comparability.

Results

Our experiments show that the vulnerability of
CapsNets and ConvNets is similar and it is hard
to decide which model is more prone to adversarial
attacks than the other:

Attack Network MNIST Fashion SVHN CIFAR10

CW ConvNet 1.40 0.51 0.67 0.37
CapsNet 1.82 0.50 0.60 0.23

Boundary ConvNet 3.07 1.24 2.42 1.38
CapsNet 3.26 0.93 1.88 0.72

DeepFool ConvNet 1.07 0.31 0.41 0.23
CapsNet 2.02 0.55 0.80 0.16

Universal ConvNet 6.71 2.61 2.46 2.45
CapsNet 11.45 5.31 8.59 2.70

Table 2: Average Euclidean norm of the perturbations for
each attack and architecture.

The Carlini-Wagner, the boundary and the Deep-
Fool attack calculate adversarial examples that lead
to misclassification, whereas the universal perturba-
tions are considered adversarial if the test accuracy
on the batch is less than 50%.

Transferability of Adversarial
Examples
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Figure 1: Our evaluation procedure. The light orange arrows
show the usual application of adversarial perturbations.

To quantify the transferability we evaluate the per-
turbations on the other model. The fooling rates
corresponding to the (dark) orange arrows are shown
in Tab. 3. Especially the smaller universal perturba-
tions calculated on the ConvNet generalize well to
the CapsNet (see also Tab. 2).

Attack Network MNIST Fashion SVHN CIFAR10

CW ConvNet 0.8% 1.2% 2.8% 2.4%
CapsNet 2.0% 2.0% 3.8% 2.0%

Boundary ConvNet 8.8% 9.5% 10.5% 13.4%
CapsNet 14.2% 14.6% 12.9% 26.1%

DeepFool ConvNet 4.3% 8.5% 13.5% 11.8%
CapsNet 0.9% 10.9% 10.8% 14.1%

Universal ConvNet 4.9% 20.4% 35.0% 25.9%
CapsNet 38.2% 25.7% 53.4% 47.2%

Table 3: Fooling rates of adversarial examples calculated for
a CapsNet and evaluated on a ConvNet and vice versa.

Conclusion

Our experiments show that CapsNets are not in gen-
eral more robust to white-box attacks. With suffi-
ciently sophisticated attacks CapsNets can be fooled
as easily as ConvNets. Moreover, we show that ad-
versarial examples can be transferred between the
two architectures. To fully understand the possi-
bly distinguishable roles of the convolutional and
capsule layers with respect to adversarial attacks,
we are currently examining the effects of attacks on
the activation level of single neurons. However, this
analysis is not finished yet and beyond the scope of
this work.
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